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Verification to Meet the Needs of Today’'s RISC-V

Requirements

 Complex extensions
(e.g. vector, hypervisor)

* Virtual memory

» Test stimulus based on a
thorough understanding of
the RISC-V spec

- MMU, TLB » Complex and long-running
. . tests to get the design into
mg:g:c?r:/ ieelscache interesting states
_ « A fast execution platform to
MRS AT WIS achieve verification closure

out-of-order execution

To verify a typical high-end RISC-V core, it takes a staggering number of cycles —

on the order of 10'° (one quadrillion)
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STING — Bare Metal Test Generator for RISC-V

Silicon-Proven RISC-V Processor Verification

- Bare metal tool using a software driven methodology for RISC-V design
verification

- Integrates several test generation methodologies to give the best
verification coverage and productivity:

— Random stimulus, workloads, directed tests, real world scenarios

- Generates both self-checking and pure stimulus tests
— Tests are portable across simulation, emulation, FPGA and silicon

« Complete support for 32-bit and 64-bit RISC-V specifications
— All ratified extensions, and stable, unratified extensions

— Comprehensive coverage of privilege specification: MMU, PMP, PMA,
Hypervisor, Supervisor, CSRs

— Compatible with any system configuration / memory map
— Supports multi-hart, multi-processor designs
— Support for RVA22 and RVA23 profiles

« Includes a library of over 100,000 test fragments (snippets)

Configurations

C++ based tests

ASM-like Directed Tests

Test Generator

Device Drivers

STING.elf
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Stimulus for Advanced RISC-V Implementations

Complex implementations need longer and more stressful workloads to build interesting microarchitectural

states

Most areas like cache coherency, ordering and OS use cases need workloads - long running test sequences

to get desired coverage.

For MP platforms, same test sequence is advised to be repeatedly executed to cover all possible

combinations of instruction scheduling across the processors

Algorithmic Ordering Random Cache Coherency

— Atomicity Tests — Litmus Tests — Conflicting Traffic — True Sharing

— Synchronization Tests (Dekker) — Fence Ordering Testing — Non-conflicting Traffic — False Sharing

L Forward Progress — Random Memory Ordering Tests — ISA Coverage — Cache fills, evictions
— Code Modification

Fast execution platform is needed for complex, long-running stimulus
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Hardware-Assisted Test Solution for RISC-V

Hardware Assisted Verification

;I: The DUT is synthesized and run at a high rate of speed using

Synopsys ZeBu or HAPS (emulation and prototyping hardware)

STING generates self-checking tests
e

Reference model results (ImperasFPM) embedded in the elf file

Generate many tests in parallel

K’LJ To keep up with the speed of hardware execution

))) Continuously populate new tests in memory

Using a streaming interface maximizes test throughput
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HW-Assisted Test Solution for RISC-V : How it works

SYNoPsys

T ,t”;‘:::::;\v 4 |
Streaming T I
Interface - i
») RISC-V \ : |
7 [ | |
A.”f/{» 4 A |
\ -/,'/7/ “:;\7&\_“\ 3
_ oo ;
| |

— | testN.elf

— | test3.elf

© 2025 Synopsys, Inc. 7



HW-Assisted Test Solution for RISC-V : How it works
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Streaming enables significant improvement in verification throughput

Performance benefits through:

— Avoiding re-initialization of Zebu HW

— Avoiding redundant configuration cycles per test
— Concurrent generation and execution

Results across 70 STING tests

Streaming 277.98 600.72
N IR CEE I B 1081.26 1189.22 451.07

4X in real time, 2X in User time

Simulation to Emulation improvement : ~6000X per test
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HW Assisted TS for RISC-V: Debug methodology

Lo L]

» Steps to debug a failing test ST TSR

1. Re-run a specific streaming-enabled test

— This may not reproduce the failure because the
microarchitecture is in a "clean” state

2. Re-run the same test multiple times
— This may not reproduce the failure if it is due to an

artifact from a different test TINE Tect Statuc: PASS

3. Re-run the same sequence of N tests <t Nane : sting.n001only_st_c_sub,

— Increase the number of tests in the sequence until the

failure is identified

(= oy e = At R N A R

streaming enabled: yes
streaming debug sequence: yes
streaming debug sequence nof test: 7

streaming debug sequence elf file name:

elf target dir: ../saved/run_result
nof test: 3

Mame 1 sting,
STING Test Status:i PASS

Flush!
[ST INFO] Peady for new round: 2

../saved/run_result/round 35/sting.m@O0.only arith 1lbu.4430798757004886781.elf
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Debug test failures using Verdi Hardware/Software Debug

» CPU trace data is extracted from the

test execution (PC, GPRs, etc.)

> Waveform data is dumped from the
hardware platform

» Test can be replayed in the
debugger using breakpoints, single

stepping

» Waveform is synchronized with the
program execution

Ll 3,839 X 1

R R
//SW Debug]
SW Debug]

re: 0] (Suspended : Signal : SIGINT:Interrupt)

Console =

Enter location here 8 (BB |
5b42 < Z34get STING CONF_DUMP_TEST INIT DATAV>

(s@)
5b66 < Z29get STING CONF_DUMPED TEST NOV>

(s@)
Safa < 733get STING CONF_ENABLE MEM PRELOADV>

(se)
5bec < Z4lget STING CONF DISABLE PAGE TABLE PF

(se)
Sble < Z39get STING CONF DISABLE SNIP MEM_ PREL

(se)
562 < Z19get STING CONF_FLEXV>

- 73708 _STIN

COME_NUMR_TEST_RESII TSy~

i+t § = 8

%) my_test.c

No source availal

zebu - Source not found. - Eclipse IDE (on us0lodc-sv7-1-pbml34)

Inux64_VERDI2023.12.ZEBU.B4_opt/20250708/verdi/bin/hwsw_debug_gdb (10.1)

< Qa ® B
¥iiRegi @ Mem (0-Varia & Expr % Brea x [ Con = B8
& % B 5
¥ §" [function: spawn_test]
.4 [function: t0_test0]
.5 [function: my_main]
[£] spawn_test() at 0x14684 X = @

ble for "spawn_test() at 0x14684"

View Disassembly...

Configure when t

his editor is shown | Preferences...

<veru

ALEMIGIIE LS W ULV SLERUA_ L WIGPPET 1LY CEMUA_LULE_1WI_SLayt_| LY CEMUA_WL_SLAyt |/ 1unanyisia_iur Licasia wil

H File View Souce OneTmce Simulgtion Tools Window Help

= @ o = AMS
Sm HE 2 L, L= Fli=2 "8
N instance 2 (2 _ [ *Srcl:tb_top.cv32e40x_tb_wrapper_i.cv32e40x_core i.wb_s...-V_zebu/core-v-cores/cv32e40x/rtic
Hierrehy] moase || 12
= 3 tb_top th top 124| // wb_valid
= ] cvs2ea0x_tb_wrapper i u32040% tb_wrapper e
tb_wrapper.| — i o for interrupted 1t
= B cvszeaox_core i cu32e40x_core
core | x | 1 for synenronos
= &) cantrotieri cuazedox_controller e FR S b
4 B cs_registers_i cu32e40x_cs_registers e
5 B ex_stage cu3zedox_ex_stage 130 s
G| cv32e40x_id_stage 131
1 cv3240x_if stage 132| ((tex wb_pipe i.lsu en & !xif waiting) ||

ons have valid re
133 ( ex wb_pipe i

nWe, a
en &

for exceptions
valid i) || // L

cv32¢40x_int_controller

#l f) load_store_unit_i cv32e40x_load_store_un|

134 ( ex_wb_pipe_i.lsu_en & lsu_exception) /1 LSU instr
41 {3 register file wrapper | cv32e40x_register file u

] regiter fle wrapper | Lreglster fie s 135 ) && instr_valid;
41 ) slee \32¢40%_sleep_nit 13

V3240

gl vosage

@ 137 assion NENKENEENE = wb valid;

& xiresut_it Co_resut 138
1 8 m_c_obi data_i" if.c_obi 139 44 Export signal indicating W stage stalled by load/store
& 8 m_c_obi_instr_ir if.c_obi 140 assign data_stall o = (ex_wb_pipe_i.lsu_en & !lsu_valid i) && Iwb_valid &&
&5 xif commitit Cpucommit 141
142

8 xif compressed

cpu_ compressed
pu_comp 143]

xif issue_if cpu_issue 144 N
it mem_if cpumem s .
i mem resut_it cpu mem_resut T
i@ xir_resur_if cpu_result e 147| /7 TODD: How to handle conflicting values of ex wh pipe i.rf waddr and xif r
4 5 145
R [oearmion| . £/ TODO: How to hondle conflicting values of ex wb pipe i.rf we (based on xif
v, zwd

File Signal View Waveform Analog Jools Window

| 383 |db|o0 A~ 383

const std::vecf~
return memg~

"mycomp.sh"

[readonly] 24L, 640C

nWave2> myfwe.zwd X

7| Setected:tt top.cv32e40x tb wrapper i.cv32e40x core i.wh stage .wb valid o
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Future development

{ v Integration of STING workload for
ImperasFPM and - memory ordering
checking =7 verification

00 = Q . Streaming
D: 9: Integration of | performance
functional coverage improvement

g; |] %E Debug automation




Summary

Hardware-Assisted Verification plays a critical role in
RISC-V processor DV

High performance is needed to address the
verification cycle challenge

HW-Assisted Test Solution for RISC-V combines a
high-performance test generation technology
(STING) with Synopsys ZeBu and HAPS platforms

Delivering comprehensive test stimulus and high
verification throughput

Hardware/Software debug with Verdi enables
concurrent debug of test program with DUT
waveforms
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Questions & Answers
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THANK YOU
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